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Ducted rotors are an intriguing option for the harvest and use of clean energy due to

their potential benefits in both aerodynamic efficiency and reduced noise profiles compared to

open rotor systems. Exploration of conceptual ducted rotor design in the context of novel and

complex applications may be greatly aided by the use of gradient-based optimization. Despite

ducted rotors having been relatively well studied for the last century, modern, gradient-based,

optimization-ready, mid-fidelity analysis tools for ducted rotors are scarce. Building from

existing ducted fan analysis methods and utilizing modern automatic differentiation tools,

we have developed an optimization-ready analysis tool for low-Mach ducted rotors. In this

work, we present our ducted rotor analysis code—Ducted Axisymmetric Propulsor Evaluation

(DuctAPE)—and showcase its suitability for gradient-based optimization. We show that

DuctAPE matches the Ducted Fan Design Code within 1/2 percent, and matches experimental

data within experimental uncertainties. We then show gradient-based optimizations for

the aerodynamics of ducted rotors across a range of applications. We therefore show that

DuctAPE is appropriate for use in both aerodynamic analysis and gradient-based optimization

of ducted rotors. As such, DuctAPE is poised for immediate application in more comprehensive

gradient-based multidisciplinary optimizations of electric ducted fans and similar applications.
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I. Introduction
Growing public concern for the environmental effects of fossil fuels has induced rapidly increasing interest in

the development of technologies for the harvest and consumption of clean energy. At the energy harvest end of the

spectrum, wind energy technologies are continuing to evolve, despite many decades of optimization. On the other side

of the spectrum, advanced air mobility (AAM) research has been focused on electric propulsion systems in recent years

[1]. In both application categories, ducted rotors have been suggested as potentially beneficial both for aerodynamic

improvements as well as noise reduction [2, 3]. As novel concepts are proposed for both wind energy and AAM

applications, optimization plays an important role in design space exploration. Gradient-based optimization techniques

are especially helpful when considering multiple disciplines and/or large numbers of design variables and constraints,

due to the inherent scalability of such methods. It would therefore be desirable to have a low-cost ducted rotor analysis

tool suitable for use in modern, gradient-based, multi-disciplinary optimization (MDO) and design for both electric

ducted fan (EDF) and ducted wind turbine (DWT) applications.

Ducted fans have been designed and in use since the 1930s, starting with Luigi Stipa’s “intubed” propeller aircraft

seen in figure 1. Ludwig Kort followed shortly thereafter, patenting his nozzle enclosed marine propeller technology [4].

DWT concepts have also been proposed since the 1950’s starting with a study by Lilley and Rainbird [5] and subsequent

experimentation. Ducted rotor analysis methods can generally be divided into categories of direct or inverse methods;

as well as 1-D, axisymmetric, or fully 3-D. Methods also range from low-fidelity to high-fidelity.

Fig. 1 Front view of the Stipa monoplane with venturi fuselage [6]—the first case of a rigorously studied ducted
rotor.

Inverse approaches, in which the desired performance is prescribed and the required geometry is solved for, have

been in use for many decades [7]. The success of inverse methods for design is highly dependent on (and limited to)

the experience of the designer—unless optimization methods are used, such as Larocca who combined a throughflow

inverse method with a multi-objective genetic algorithm to optimize a linear cascade as well as compressor stage [8].

Another interesting application of inverse design methods applied to ducted rotor optimization was done by Gomes

et al.. They used an inverse method in a gradient-free differential evolutionary algorithm to optimize a self-rectifying

impulse turbine blade for use in energy harvest in an oscillating water column [9]. Even if optimization methods are

2



used, inverse methods are obviously not designed for direct analysis, limiting their flexibility.

Axisymmetric methods are quite common for both turbomachinery and DWT design and optimization using both

direct and inverse methods. Persico and Rebay used TZFlow (a direct, axisymmetric, finite element/volume, throughflow

solver for turbomachinery [10]) in conjunction with a meta-model enhanced genetic algorithm to optimize the discharge

flow angles of the rotor and stator at three span-wise stations of a low-speed compressor stage [11]. They found that

enhancing the genetic algorithm with a meta-model led to quick convergence with a Kriging meta-model outperforming

a Feed-Forward Neural Net model for their optimization. Petrovic et al. performed a similar optimization using an

inverse design, axisymmetric, throughflow model for a multi-stage axial turbine, adding the center body and casing

geometries as design variables [12]. They used a constrained hybrid optimization algorithm that combines a genetic

algorithm, the Nelder-Mead simplex method, simulated annealing, and the Davidon-Fletcher-Powell gradient search

method. They found that the optimized design performed better than the initial configuration not only at the optimal

point, but also across a wide range of off-design loading conditions.

We also find axisymmetric methods applied to DWT analysis and optimization. Oka et al. used an axisymmetric

viscous meridional analysis based on the Navier-Stokes equations, representing blade loading as body forces. They also

claim to be the first to apply genetic algorithms to the optimization of ducted wind turbines (both rotor and duct) [13].

Axisymmetric Reynolds-Averaged Navier-Stokes (RANS) models are also popular for the analysis and optimization

of DWTs. Khamlaj and Rumpfkeil used axisymmetric RANS combined with blade element momentum theory for

analysis and perform optimization using a multi-objective genetic algorithm [14]. They optimized chord and twist

distributions, pitch angle, and duct shape and found that when optimizing them all together, they could decrease rotor

thrust by roughly 10% while also increasing power coefficient by more than 10% relative to the baseline ducted turbine

design. Bagheri-Sadeghi et al. used axisymmetric RANS combined with an actuator disk model for analysis and used

pattern search methods for the optimization of duct geometry focusing on relative position of the rotor in the duct [15].

They found rotor performance to be relatively insensitive to the axial position of the rotor inside the duct, and found that

the best performing operating conditions were very near separation.

Full three-dimensional RANS is also a common approach for both turbomachinery and DWT analysis and

optimization, though it tends to be much more computationally expensive than axisymmetric methods. Wang et al.

used an artificial neural net enhanced NSGA-II evolutionary algorithm, in combination with a 3-D RANS method,

in a multi-objective optimization of the NASA Rotor 37 [16, 17]. With the neural net enhanced method, they saw a

two order of magnitude decrease in required computational time; even so, computational time for their optimizations

were on the order of days. Rahmatian et al. used a response surface method based on 79 3-D CFD analyses to create a

surrogate model used with a genetic algorithm to optimize the geometry of a DWT flanged duct [18]. They found that

the optimized duct achieves a higher power coefficient than both the nominal open and ducted rotor, and that the optimal

max power coefficient is achieved at a higher tip speed ratio than the nominal cases’ max power states.
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As can be seen, a variety of optimization methods are also employed in the context of ducted rotor optimization,

with gradient-free methods being most common. There are, however, several cases of gradient-based optimization

methods being used to great success. Walther and Nadarajah used a discrete adjoint RANS solver with gradient-based

optimization methods to minimize the entropy generation rate of a single stage transonic axial flow compressor [19].

With their gradient-based methods, they achieved an optimal solution in 18 iterations without the use of any surrogate

models. In addition, they did not appear to encounter any issues with local optima, as many authors who have used

gradient-free methods suggest is a common pitfall of gradient-based approaches. Papadimitriou and Giannakoglou

developed an adjoint solver used in the optimization of a 3-D peripheral compressor blade cascade using a steepest

descent method for the optimization. They found their gradient-based approach to be efficient, optimizing 28 design

variables within 35 iterations [20]. Aranake and Duraisamy also used RANS combined with an actuator disk to analyze

ducted wind turbines, but obtained gradients through finite difference methods [21].

Despite the long and rich history of ducted rotor design and optimization, there are few mid-fidelity ducted rotor

analysis tools designed for use with modern, gradient-based optimization methods. It may also be noted that many

turbomachinery methods are designed to model only a few stages, or perhaps only the internal geometries of such

systems. It may be desirable for AAM (and is desirable for DWT) applications, however, to also have capabilities to

model both the internal as well as external aerodynamics of a ducted rotor. One potentially viable approach would be to

adjust blade element momentum theory (BEMT) for open rotors to the physics of a ducted rotor such as the work done

by Stahlhut [22]. This approach would be relatively simple and suitable for the optimization of rotor blade geometry;

unfortunately, some details concerning the duct and center body geometries are neglected when only using BEMT and

therefore cannot be included in an optimization setting. Another methodology employed in some form or another by

several works in the literature is to combine a vortex method with an actuator disk model [23, 24]. A good example of

this approach is that taken by Bontempo and Manna, who couple the non-linear actuator disk method of Conway [26]

with the panel method of Martensen [27]. While this method has been shown to work well for both ducted fans and

DWTs [25, 28, 29], the actuator disk model for the rotor is somewhat limiting for direct optimization of the rotor blade

geometry.

Yet another low-cost approach combines the previous concepts and uses a blade element based lifting-line model for

the rotor, and a panel method for the duct and center body. Perhaps the best known code employing this methodology is

the Ducted Fan Design Code (DFDC) [30] developed by Drela and Youngren, which has been compared with (and

shown to match decently well to) experimental data and mid-fidelity methods [31]. DFDC sees active use in industry

and is especially known for its inverse-design capabilities, which lends confidence to its applicability in a gradient-based

optimization setting. DFDC has already been used in an optimization setting by Korondi et al. as part of building a

multi-fidelity surrogate model for optimization of ducted propellers; though DFDC was not used directly in optimization

in this case [32]. As it stands currently, DFDC is not automatically suitable for gradient-based optimization settings
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without modifications. In this work, we present a ducted rotor analysis code, based on the models implemented in

DFDC, with differences and modifications making it suitable for use in modern gradient-based MDO applications to

EDF, and a DWT cross-over application for Airborne Wind Energy (AWE)—for which ducted rotors have only (to the

best of our knowledge at the time of publication) been considered for buoyant shell turbine applications [33].

The remainder of this work is organized as follows: In section II we establish the fundamental methodologies for our

ducted rotor analysis, including details for modeling the duct and center body, the rotors, and wake for both propulsive

and energy harvest operating conditions. We present verification of our code against DFDC and validation with respect

to experimental data in section III. We then proceed to showcase the applicability of our analysis tool to gradient-based

optimization in section IV by performing basic aerodynamic optimizations of an EDF and an AWE ducted rotor. We

then conclude in section V as well as discuss expected and recommended future work.

II. Methods: Ducted Axisymmetric DuctedRotor Evaluation
In this section, we cover the individual components contained within the Ducted Axisymmetric Propulsor Evaluation

(DuctAPE) code we have developed for this work∗. As an overview, DuctAPE combines an axisymmetric panel method

to model the duct and center body, and a blade element lifting-line model combined with an axisymmetrically smeared

wake model to model the rotors and wake. Since much of the underlying theory for DuctAPE is either well known, or

overviewed in the DFDC theory document [30], we summarize the key concepts and forego overly detailed derivations.

A. Note on Nomenclature

For the content in this work, there are several components of electric ducted rotors to which we will refer frequently.

Each of these components my have several names assigned in the literature depending on the discipline and even era in

which they are used. For clarity, we define the terminology we will use throughout this work.

Starting from the center and working our way outwards, we call the body of revolution at the center of the electric

ducted rotor the center body. We call the rotor a rotor to maintain generality as it could be either a propeller or wind

turbine; the context will make it clear which applies. We call the end of the rotor blade connected to the center body the

rotor hub; and we call the end of the blade the rotor tip. Finally, the annular airfoil rotated about the rotor and encasing

the other components we call the duct. The inner surface (toward the axis of rotation) of the duct we call the duct casing,

or simply casing; and the outer surface (away from the axis of rotation) of the duct we call the duct nacelle, or simply

nacelle.
∗https://github.com/byuflowlab/DuctAPE.jl
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B. Duct and Center Body Model

The duct and center body are modeled in DuctAPE using an axisymmetric linear vortex panel method. As discussed

by Lewis [34], an axisymmetric panel method can conveniently be developed nearly identically to a standard 2D (planar)

panel method (see for example Katz and Plotkin [35]). The only required difference between the 2D and axisymmetric

methods is the replacement of the 2D singularities with their axisymmetric counterparts. We therefore take the standard

2D panel method approach and develop a linear system of equations with the unknowns being the strengths associated

with linearly distributed vortex panels (𝛾 𝑗). In the axisymmetric case, the panels defining the boundary are more

accurately described as axisymmetric bands, as shown in fig. 2a. Thinking of these bands as panels (as shown in fig. 2b),

however, is a safe enough approach since (by the axisymmetric assumption) the unit ring vortex has no influence in the

tangential direction (𝒆𝜃 in fig. 2) [36].

𝒆𝑧𝒆𝑟

𝒆𝜃

(a) Axisymmetric band coordinate system.

𝒑 𝑗

𝒑 𝑗+1

𝒕 𝑗

𝒏̂ 𝑗

𝛾 𝑗

𝛾 𝑗+1
𝒑 𝑗

𝒆𝜃

𝒆𝑟
𝒆𝑧

(b) Panel representing an axisymmetric band; 𝒆𝜃 out of
the page.

Fig. 2 Axisymmetric band and panel geometries as well as coordinate system definition.

We assemble our linear system of boundary integral equations in the typical manner, applying the Neumann boundary

condition of no normal flow through the control points:

𝑁∑︁
𝑗=1

𝛾 𝑗𝑮𝑖 𝑗 = − (𝑽∞ + 𝑽ext) · 𝒏̂𝑖 (1)

where 𝑮 is comprised of the induced velocity normal to the 𝑖th control point due to the 𝑗 th panel node, and 𝛾 𝑗 is the

strength of the linear vortex distribution associated with the 𝑗 th panel node. 𝑽∞ is the freestream velocity, and 𝑽ext are

the externally induced velocities, namely the velocities induced by the rotor and wake. To obtain the elements of 𝑮, we

numerically integrate the induced velocity per unit length across the panels using Gauss-Legendre quadrature. We

choose to numerically integrate due to the difficulty in obtaining an analytic integral for the unit induced velocities per

unit length which are defined to be [34, 37]:
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𝑣
𝛾
𝑧 =

1
2𝜋𝑟𝑜

1
𝐷1

[
K(𝑚) −

(
1 + 2(𝜌 − 1)

𝐷2

)
E(𝑚)

]
(2a)

𝑣
𝛾
𝑟 = − 1

2𝜋𝑟𝑜
𝜉/𝜌
𝐷1

[
K(𝑚) −

(
1 + 2𝜌

𝐷2

)
E(𝑚)

]
(2b)

where the superscript, 𝛾, indicates a unit vortex induced velocity. In addition, K(𝑚) and E(𝑚) are complete elliptic

integrals of the first and second kind, respectively, and

𝑚 =

(
4𝜌

𝜉2 + (𝜌 + 1)2

)
(3)

𝜉 =
𝑧 − 𝑧𝑜
𝑟𝑜

(4)

𝜌 =
𝑟

𝑟𝑜
(5)

𝐷1 =
[
𝜉2 + (𝜌 + 1)2]1/2 (6)

𝐷2 = 𝜉2 + (𝜌 − 1)2; (7)

where (𝑧, 𝑟) and (𝑧𝑜, 𝑟𝑜) are the point being influenced and the point of influence, respectively.

We choose to use Gauss-Legendre quadrature rather than the adaptive Romberg integration methodology used

in DFDC specifically for application to gradient-based optimization. By choosing a quadrature method with no

adaptation, we can keep any integration error continuous. With an adaptive method, which has both an iteration limit

and convergence criteria, the integration errors could potentially be noisy due to the lack of a consistent termination

condition. In addition, Gauss-Legendre quadrature tends to be an efficient method, and we have found 8 quadrature

points per panel to be sufficient. In the case of panel self-induction, we utilize a separation of singularity method to

avoid integrating across a singularity when the point of influence is the panel’s own control point.

We also apply the typical Kutta condition to the duct, to require flow to leave the trailing edge by setting the sum of

the trailing edge node strengths to zero: 𝛾1 + 𝛾𝑁 = 0. By itself, this standard Kutta condition can lead to spurious spikes

in surface velocity near the trailing edge. In order to increase the numerical robustness of the panel method, we employ

an approach taken in DFDC and apply an additional, indirect Kutta condition by placing a control point just inside the

interior of the duct trailing edge (see fig. 3) and define an associated unit normal oriented such that the unit normal is

effectively in the direction of the bisection angle of the trailing edge panels. We apply the same boundary condition on

this control point as the other control points in that we set the normal velocity to be zero through the control point.

A special consideration of axisymmetric, linear panel methods is that bodies of revolution will have at least one

panel node on the axis of revolution (at the leading edge). Since the induced velocities of an elementary vortex increase
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Panel 1

Panel N

(𝑧, 𝑟)𝑐𝑝

Fig. 3 For greater numerical robustness an additional control point (blue) is placed just inside the duct trailing
edge (which may or may not be sharp).

with decreasing radius, a radius of zero leads to infinite velocities. In reality, the induced velocity from a zero radius

vortex ring is zero. Therefore in our system, we need to prescribe the strengths of panel nodes on the axis of rotation

to be zero strength. In order to achieve this, we take an approach similar to applying the Kutta condition: we simply

add the equation 𝛾𝑐𝑏𝐿𝐸 = 0 to the system, where 𝛾𝑐𝑏𝐿𝐸 is the prescribed node strength for the center body leading edge.

We could alternatively remove the unknown leading edge node strength from the system altogether, but our approach

simplifies the bookkeeping of the code implementation. If the center body trailing edge is sharp, then we have an

additional node on the axis of rotation and also need to prescribe its strength to zero.

C. Rotor Model

Rotors are modeled in DuctAPE using a blade element lifting-line approach. Specifically, we take the body, wake,

and rotor induced velocities and calculate inflow angles and magnitudes at each blade element location and use airfoil

lookup tables to determine the section lift and drag. From the section lift and drag, we determine the section circulation

and approximate the section drag as discussed below.

1. Blade Element Circulation

To model the rotor blades axisymmetrically, we assume that they can reasonably be modeled as a lifting-line such

that local blade element circulation can be expressed according to the Kutta-Joukowski theorem; and we define the

blade element circulation as

Γ(𝑟) = 1
2
𝑊𝑐𝑐ℓ , (8)

where the inflow magnitude, 𝑊 = |𝑊𝑧 +𝑊𝜃 |, the blade element chord length, 𝑐, and the blade element lift coefficient,

𝑐ℓ , are all functions of the radial position, 𝑟, along the rotor blade. The blade element lift coefficients are determined

based on a lookup table taking in any combination of local inflow angle, 𝛽1, and stagger angle, 𝛾𝑏𝑒, or angle of attack,

𝛼, as seen in fig. 4; as well as local values for solidity, Reynolds number, and/or Mach number (the specific combination

of inputs depending on the airfoil or cascade polar database used).
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−Ω𝑟

𝑾
𝑉𝜃

𝑉𝑧
𝑽

𝐶∞
𝛽1𝛼

𝛾𝑏𝑒 𝒆𝑧

𝒆𝜃

Fig. 4 Velocity decomposition with angles in the blade element frame. Where 𝑾 is the blade element relative
velocity, 𝑽 is the induced velocity, Ω𝑟 is the rotor rotation rate, and 𝐶∞ is the freestream velocity.

2. Rotor Profile Drag Approximation

We also assume that the rotor blade section profile drag can be approximated by the addition of source panels

along the rotor blade. The inviscid approximation of the profile drag per unit length takes a similar form to the local

circulation:

Σ =
1
2
𝑊𝑐𝑐𝑑 , (9)

where 𝑐𝑑 is the blade element drag coefficient obtained alongside the lift coefficient from a lookup table; and again each

of the terms on the right hand side of eq. (9) are functions of the radial position along the blade. For an axisymmetric

representation, we obtain the total source sheet strength per unit length for a given blade element by smearing the total

source strength per unit span of all the rotor blades, 𝐵, around the non-dimensional circumference, 2𝜋. Therefore the

expression for the smeared rotor source strength per unit length along the blade is

𝜎 =
𝐵

4𝜋
𝑊𝑐𝑐𝑑 . (10)

3. Induced Axial, Radial, and Swirl Velocities

The induced axial and radial velocities (used in the rotor, wake, and body models) are calculated based on the unit

induced velocities, 𝑉̂𝑧 and 𝑉̂𝑟 , and the various panel strengths. In general terms, the axial and radial induced velocities

are calculated as

𝑉 𝐴
𝑧 = 𝑉̂ 𝐴𝐵

𝑧 𝜁𝐵, (11a)

𝑉 𝐴
𝑟 = 𝑉̂ 𝐴𝐵

𝑟 𝜁𝐵, (11b)
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where the superscript 𝐴 indicates the object being influenced, the superscript 𝐵 indicates the object doing the influencing,

𝑉̂ 𝐴𝐵
𝑧 and 𝑉̂ 𝐴𝐵

𝑟 are the axial and radial unit induced velocities from the nodes of object 𝐵 to the control points of object

𝐴, and 𝜁 indicates the node strengths associated with object 𝐵.

The swirl velocity induced by upstream rotor blades, 𝑉𝜃 , can be determined by applying Stokes’ and Kelvin’s

theorems. If we define a control volume around a streamtube as shown in fig. 5, where the first curve is taken about all

upstream rotors along a streamline, and the second curve is taken about the axis of rotation, only in the 𝑟-𝜃 plane with

radius such that the edge of the contour lies on the same streamline upon which the first curve lies (see the dotted line in

fig. 5), we see by Kelvin’s theorem (conservation of circulation), that the circulation due to the upstream rotors can be

related to the tangential velocity downstream of the rotors through Stokes’ theorem.

𝒆𝑧

𝒆𝑟

𝒆𝜃 𝐵1Γ1

𝐵2Γ2

Γ̃

Fig. 5 Circulation is conserved between the dashed and solid contours, noting the red dotted line indicating the
streamline on which the Γ̃ contours align. The integral over the contour about the axis of rotation yields 𝑉𝜃 in
terms of Γ̃.

The expression for 𝑉𝜃 downstream from the rotor is then given by

𝑉𝜃 =
Γ̃

2𝜋𝑟
, (12)

where 𝑉𝜃 in our smeared, axisymmetric model is the circumferentially averaged swirl velocity induced by upstream

rotors, and Γ̃ is the net circulation contribution of all the blades of the upstream rotors:

Γ̃ =
𝑁∑︁
𝑖=1

𝐵𝑖Γ𝑖 . (13)

For the self-induced case, the contour is placed at the rotor plane. This means that the rotor “sees” infinite trailing

vortices from any upstream rotors, but only semi-infinite trailing vortices for itself. Thus the rotor experiences the full

swirl induced by upstream rotors, but only half of its own swirl contribution:

(𝑉𝜃 )self =
1

2𝜋𝑟

(
Γ̃ + 1

2
𝐵Γ

)
, (14)
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where 𝐵Γ here is the number of blades and circulation of the rotor itself.

D. Wake Model

The wake model in DuctAPE is an axisymmetrically smeared representation of the vortex filaments shed from the

rotor blades. The axisymmetric vortex sheets are discretized into vortex panels like those used to model the duct and

center body, with strengths dependent on the upstream rotor circulation and velocities induced on the wake. In turn the

wake vortex panels induce velocities on the rotors and bodies, thereby coupling the wake to the rotors and bodies.

1. Wake Aerodynamics

For a given position on a blade producing a circulation change, ΔΓ, by conservation of circulation, a helical vortex

filament of strength −ΔΓ is shed into the flow. In order to represent 3D vortex filaments in our axisymmetric reference

frames, we will also make the approximation that they can be smeared into equivalent axisymmetric vortex sheets in the

meridional (𝑚) and tangential (𝜃) directions. The smeared axisymmetric vortex sheets then have circulation to length

ratios (densities) of 𝛾𝑚 and 𝛾𝜃 in their respective directions. Because we are modeling the wake internal to the duct, we

cannot guarantee a cylindrical wake, and therefore cannot simply model the wake with straight vortex cylinders. We

will still use the concept of a wake cylinder, however to help us model discrete sections of the wake; so we continue with

a description of how we smear a helical vortex filament into a cylindrical sheet.

We begin with a shed vortex sheet, the geometry of which we approximate by a left-handed helix with non-dimensional

apparent pitch, ℎ𝐵 (see fig. 6a):

ℎ𝐵 =
2𝜋
𝐵

d𝑚
−d𝜃

. (15)

We assume that vortex filaments are shed parallel to the relative inflow velocity, 𝑾. To dimensionalize the lengths for a

given smeared cylindrical surface, we multiply by the cylinder radius, 𝑟, to obtain the dimensional length:

ℎ𝐵𝑟 ≈ 2𝜋𝑟
𝐵

(
𝑊𝑚

−𝑊𝜃

)
. (16)

In order to obtain a cylindrically smeared shed circulation density, 𝛾𝜃 (as seen in fig. 6b), we take the shed vortex

filament strength at a given radial station and divide by the dimensionalized apparent pitch. In addition, we need to

apply an additional negative to ensure the vortices resulting from the left-handed helix are oriented correctly in our

right-handed system. Thus

𝛾𝜃 = −−ΔΓ
ℎ𝐵𝑟

= −ΔΓ 𝐵

2𝜋𝑟

(
𝑊𝜃

𝑊𝑚

)
. (17)

Unfortunately, eq. (17) is only generally applicable if we assume that the Ω𝑟 component of 𝑊𝜃 is constant in the

entire wake, which we do not. For our ducted case, in which the wake radius changes, we only know Ω𝑟 right at the
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ΔΓ

𝑾

𝑊𝑚

−𝑊𝜃

2𝜋𝑟
𝐵

ℎ𝐵𝑟

𝒆𝑚

𝒆𝜃

(a) Wake screw geometry.

𝛾𝜃

(b) Axisymmetric smeared cylinder.

Fig. 6 2D vortex sheets are generated from ratios of circulation to lengths between vortex sheets.

rotor lifting-line, but not generally in the remainder of the wake. We therefore want a more general expression for 𝛾𝜃

based on requiring the wake to be force-free, or in other words, we demand static pressure continuity across the vortex

sheets. The relatively lengthy derivation for a suitable expression is covered well in the DFDC theory document [30], so

we will forego repeating it here for brevity. By assuming static pressure continuity across wake sheets; inviscid, low

Mach conditions; and a calorically perfect gas, we can use eq. (17) along with various thermodynamic relations to

arrive at the following expression for 𝛾𝜃 that is applicable to our ducted wake case:

𝛾𝜃 = − 1
2𝐶𝑚avg

(
−

(
1

2𝜋𝑟

)2 (
Γ̃2

2 − Γ̃2
1

)
+ 2

(
ℎ̃2 − ℎ̃1

))
, (18)

where 𝐶𝑚avg is the average absolute meridional velocity on a wake panel node:

𝑪𝑚 = 𝐶𝑧𝑧 + 𝐶𝑟𝑟, (19)

the 1 and 2 subscripts indicate blade elements on either side of the shed vortex sheet, and ℎ̃ is the accumulation of

changes in enthalpy across upstream rotors:

ℎ̃ =
𝑁∑︁
𝑖=1

Δℎdisk𝑚 ; (20)

where the jump relation Δℎdisk is defined as

Δℎdisk = Ω
𝐵Γ
2𝜋

. (21)
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2. Precomputation of Wake Geometry

The approach DFDC takes to modeling the wake geometry is perhaps one of the most efficiency inducing aspects of

the code, and we take the same approach in DuctAPE. We generate the axisymmetric wake lines as a “grid” defined by

the solution of an elliptic partial differential system, using the solid bodies as the boundaries of the grid. By solving the

appropriate governing partial differential equations, we can generate a grid that is approximately aligned with the actual

streamlines for the system. Thompson et al. provide further insights into the benefits of this approach [38]. By defining

the wake geometry to lie on an elliptic grid, we can discretize the axisymmetric wake lines into axisymmetric vortex

panels and apply the circulation density (vortex strength distribution) from eq. (18) along the discretized wake panels.

The derivation for the non-linear system solved for the wake grid is covered well in the DFDC theory, and we omit it

here for brevity.

E. Solve Approach

1. State Initialization

To initialize the states, we first solve the panel method given a uniform freestream. We then run a fast blade element

momentum theory (BEMT) solver, namely CCBlade [39] using the uniform freestream and body induced velocities.

From the BEMT solution, we set the rotor source panel strengths and compute the blade element circulation. We then

initialize the wake strengths from the freestream and induced velocities and blade element circulations.

2. Solver Method

The solve algorithm we use in this work is shown in algorithm 1. This method is similar to the approach taken in

DFDC, but we have modified and reorganized most of the steps in order to allow for efficient automatic differentiation

through the solve. The most notable difference in architecture is that the DFDC implementation updates states inside

the residual before estimating other states in a vaguely Gauss-Sidel manner. We have moved all of the state updates

outside of the residual enabling the use of implicit automatic differentiation methods. Doing so leads to slightly longer

convergence times for individual analyses, but ends up being faster overall in a gradient-based optimization setting by

avoiding having to pass derivatives through every iteration of the solve.

F. Viscous Drag Model

1. Duct

As an approximation of the viscous drag on the duct we assume a fully turbulent boundary layer and use Head’s

well-known entrainment method [40]. To solve the ODE functions of Head’s method, we employ a straightforward

second-order Runge-Kutta method. We determine initial conditions by starting with the momentum thickness value

from the Schlichting empirical fit for a turbulent flat plate as well as the boundary layer shape factor for a turbulent flat
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Algorithm 1 Solution Method
Initialize body, rotor, and wake strengths
while unconverged and iterator < iteration limit do

· Solve the linear system for the body vortex strengths ⊲ using eq. (1).
· Calculate new estimates for the blade element circulation ⊲ using eq. (8).
· Calculate new estimates for the wake vortex strengths ⊲ using eq. (18).
· Calculate new estimates for the rotor source strengths ⊲ using eq. (10).
· Calculate relaxation factors for each each state variable.
· Update states according to relaxation factors.
· Check for convergence.

end while
Post-process Solution

plate. We then obtain an estimated drag coefficient from the solved boundary layer using the Squire-Young formula

[41], which relates the momentum thickness, shape factor, and edge velocity at the surface trailing edge (note the 𝑇𝐸

subscripts) to the drag coefficient:

𝑐𝑑 =
2𝛿2𝑇𝐸

𝑐

(
𝑈𝑒𝑇𝐸

𝑈∞

) 5+𝐻12𝑇𝐸
2

. (22)

To obtain an estimate of the total, dimensional drag force on the duct, we apply the definition of drag coefficient to

get the dimensional drag per unit length:

𝐷′ =
1
2
𝜌𝑉2

∞𝑐
(
𝑐𝑑upper + 𝑐𝑑lower

)
; (23)

where 𝑐 is the chord length of the duct. We then integrate the drag per unit length about the circumference of the duct,

using the duct exit diameter as the characteristic length.

2. Center Body

For the center body, we utilize a method similar to those used to approximate fuselage drag. We take the drag

coefficient for the center body (𝐶𝐷) to be

𝐶𝐷 =
𝐷

0.5𝜌𝑉2∞𝑆ref
,

= 𝐶 𝑓 𝑓form
𝑆wet
𝑆ref

;
(24)

where 𝜌∞ is the freestream density, 𝑉∞ is the freestream velocity, 𝐶 𝑓 is the flat-plate skin-friction coefficient, 𝑓form is a

form factor correction, 𝑆wet is the wetted area of the center body, and 𝑆ref is a reference area. Setting the two expressions

equal, we solve for drag as

𝐷 = 0.5𝜌∞𝑉2
∞𝐶 𝑓 𝑓form𝑆wet. (25)
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We use the form factor expression from Shevell [42] based on fineness-ratio (𝑙/𝑑):

𝑓form = 1 + 2.8
(𝑙/𝑑)1.5 + 3.8

(𝑙/𝑑)3 . (26)

We take 𝐶 𝑓 to be the skin friction coefficient from Schlichting for a flat plate of length equal to the length of the center

body and the velocity at the body trailing edge.

III. Verification and Validation
In this section we present verification and validation of DuctAPE, showing outputs compared to DFDC, as well as

characterizing some of the limitations of DuctAPE through a comparison with experimental data.

A. Verification Against DFDC

As we have established, the methodology behind DuctAPE is based heavily on DFDC. Therefore, we present a set of

comparisons between DuctAPE and DFDC. We compare with an example available in the DFDC source code using a

single ducted rotor across a range of operating conditions, specifically across a range of advance ratios including a hover

condition.

The geometry used is shown in fig. 7. The various geometry details, as well as DFDC run files and DuctAPE

analysis scripts are available in the companion repository† to this work. We note here that DuctAPE also differs from

0.1200.000 0.306 0.551

0.045

0.156

0.000

𝑧 (m)

𝑟 (m)

Fig. 7 Single rotor verification case geometry generated in DuctAPE. Duct and center body geometry in blue,
rotor lifting line location in red, and approximate wake streamlines in green, where markers indicate panel egdes.

DFDC in the geometry re-paneling approach. The DuctAPE geometry re-paneling approach aligns the duct, center

body, and wake panels aft of the rotor and distributes them linearly. We align the panels so that there is a consistent

number of panels between discrete locations (such as rotor positions and body trailing edges) in the geometry, thereby

avoiding discontinuities that would be incompatible with a gradient-based optimizer. For example, the number of center
†https://github.com/byuflowlab/ductape-2025-companion-repository
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body and duct panels ahead of and behind the rotor need to stay constant if the rotor position is selected as a design

variable in an optimization. Without the number of panels ahead of and behind the rotor staying constant, there would

be discontinuities as the rotor passed over panels along the solid bodies.

Scanning table 1, we see that the differences between DFDC and DuctAPE are generally less than 1/2% for major

output values for both a hover and a cruise case. Figure 8 shows comparisons of total thrust and power coefficients

(fig. 8a) and total efficiency (fig. 8b), across the range of advance ratios, showing excellent matching across the entire

range.

Table 1 Comparison of solver outputs for a cruise (𝐽 = 1.0) and hover (𝐽 = 0.0) case. Errors relative to DFDC.

Values at J=1.0 DFDC DuctAPE % Error
Rotor Thrust (N) 70.0 70.21 0.3
Body Thrust (N) 6.99 6.98 -0.1

Torque (N·m) 5.5 5.52 0.32
Rotor Efficiency 0.63 0.63 0.1
Total Efficiency 0.69 0.69 0.06

Values at J=0.0 DFDC DuctAPE % Error
Rotor Thrust (N) 91.8 91.83 0.03
Body Thrust (N) 106.45 107.02 0.53

Torque (N·m) 6.58 6.58 0.04
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0.2
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0.8
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𝐶𝑃

Advance Ratio
(
𝑉∞
𝑛𝐷

)

(a) Power and thrust comparison.
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𝑉∞
𝑛𝐷

)

𝜂

(b) Efficiency comparison.

Fig. 8 Comparison of power and thrust coefficients and efficiency for DFDC (dashed) and the DuctAPE
implementation (solid) across a range of advance ratios.

B. Validation with Experimental Data

For validation, we compare DuctAPE outputs with data from a series of experiments performed by Hamilton

Standard in the late 1960s [43]. The geometry for the experiments is shown in fig. 9. Coordinates for the duct and

center body, as well as the location of the rotor are provided in the Hamilton Standard report [43]. Details on the axial

location of the center body leading edge are missing, so we have somewhat arbitrarily chosen the geometry shown here

based on photographs in the report. We determined, however, that the location of the center body leading edge has

negligible impact on the results of the DuctAPE analysis for this case. We discretized the geometry and wake to allow
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both for numerical stability (avoiding too many panels), while also being sufficiently refined to keep relative changes

in thrust and power coefficients below 1%. As with the verification case above, the specific geometry details and run

scripts for this validation case—as well as digitized versions of the data tabulated in the Hamilton Standard report—are

available in the companion repository to this work.

0.00-1.87 1.00-0.67 2.73

0.31

1.25

0.00

𝑧 (ft)

𝑟 (ft)

Fig. 9 High-speed validation case geometry generated in DuctAPE. Duct and center body geometry in blue,
rotor lifting line location in red, and approximate wake streamlines in green, where markers indicate panel edges.

Rotor blade geometry information is also provided in the Hamilton Standard report for each of the cases, but some

details are lacking in the definition of the blade section airfoil geometry. Based on the provided thickness and ideal lift

coefficient distributions, we determined sets of NACA 16-series airfoils for which we ran XFOIL analyses. We then

applied rotational (Du-Selig[44] and Eggers[45]) corrections to the resulting lift and drag polars which we also smoothed

using B-Spline regressions to smooth out non-physical artifacts in the polars. Since the exact airfoil is unknown, we took

minor liberties in applying additional pitch (within 2 degrees) to the rotors in an attempt to better match the rotor power.

We begin with rotor power and thrust coefficients compared in fig. 10a. We use faded markers for cases in which the

rotor tip speed exceeded a critical Mach number of 0.7, and may therefore experience transonic effects not captured

by XFOIL. We also include first-order uncertainty approximations based on measurement uncertainty and variable

definitions provided in the Hamilton Standard report [43]. We see generally good matching of DuctAPE outputs

compared with the experimental rotor data. Comparing with the average experimental values, we have an average

absolute error of 3.7% for power coefficient and 1.5% error for thrust coefficient. Figure 10b shows comparisons of the

total power and thrust coefficients (including duct forces). We note that general good matching remains. Specifically,

the power coefficients are identical and the total thrust coefficient has an average absolute error of 2.1%. This indicates

that our viscous drag model approximates the duct drag sufficiently well; which in this case balances almost completely

with the duct-induced thrust. Thus very little difference is seen in the thrust between the rotor and total thrust.

These results are encouraging as we see DuctAPE able to capture the aerodynamics of ducted rotor systems well,

even when stretching the underlying low Mach assumption of the methods. Though as noted, the low Mach assumption

can only be stretched so far, as the accuracy is shown here to be dependent on the blade element polars provided to

DuctAPE. If blade sections see transonic effects, it may still be possible for DuctAPE to model those cases accurately,
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provided that the polars are generated with a tool suitable for capturing transonic aerodynamics.
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(a) Rotor power and thrust comparison.

1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
0.00

0.25

0.50

0.75

𝐶𝑃

𝐶𝑇

Advance Ratio
(
𝑉∞
𝑛𝐷

)

(b) Total (rotor + duct) power and thrust comparison.

Fig. 10 Comparison of rotor and rotor + duct power and thrust coefficients for DuctAPE (solid lines) and
Hamilton Standard data (markers), where the cases with tip Mach number above 0.7 are faded.

The Hamilton-Standard experiments also included lower speed experiments with a bell-mouth inlet duct geometry.

We found that DuctAPE struggled to match the experimental data in this case, notably due to large separation of the

nacelle at higher speeds. This failure to model cases where viscous effects dominate highlights one of the limitations of

DuctAPE—namely, the aerodynamic models are inviscid and therefore cannot model the coupled effects of separated

flows, even when the integral boundary layer of section II.F is applied. Therefore DuctAPE analyses become increasingly

inaccurate the more severe separation becomes. This point will become important later in section IV.

IV. Gradient-based Optimization of Electric Ducted Rotors
In order to demonstrate the suitability of DuctAPE for the gradient-based optimization of electric ducted rotors, we

present three example optimizations: 1) An optimization of a propulsive configuration for cruise conditions only; 2) an

optimization of a propulsive configuration for hover+cruise; and 3) an optimization of a dual-purpose (hover+generation)

configuration for an AWE application. By including optimization problems at different ends of the use case spectrum,

we show the current extent of DuctAPE’s flexibility to be employed across a range of applications.

A. Optimization Problem Definitions

All of the optimizations in this work use the same general optimization problem, though with variations applicable

to each case. The general problem definition is:
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Minimize expended energy;

with respect to: rotor geometry and rotation rate, and duct geometry;

subject to: thrust constraint(s), rotor tip Mach constraints, and various geometry constraints.

(27)

where the objective function is nominally defined as

𝐽 =
𝐸 (𝑉=0)
𝑡ℎ + 𝑡𝑐

+ 1
𝑡ℎ + 𝑡𝑐

1
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝐸 (𝑉)d𝑉

=
𝑃(𝑉=0) 𝑡ℎ
𝑡ℎ + 𝑡𝑐

+ 𝑡𝑐
𝑡ℎ + 𝑡𝑐

1
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝑃(𝑉)d𝑉

= 𝑡ℎ/𝑡𝑃(𝑉=0) +
1 − 𝑡ℎ/𝑡
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝑃(𝑉)d𝑉 ;

(28)

which is an expended energy minimization. We divide both the hover and cruise energy by the sum of time spent in

hover and cruise (𝑡ℎ + 𝑡𝑐) to frame the objective in terms of the ratio of time spent in hover: 𝑡ℎ/𝑡 = 𝑡ℎ/(𝑡ℎ + 𝑡𝑐) and

we sweep this time ratio from no hover (𝑡ℎ/𝑡 = 0) to 𝑡ℎ/𝑡 = 0.1 or 𝑡ℎ/𝑡 = 0.3 in the studies below. The range of cruise

velocities (𝑉𝑐1 , 𝑉𝑐2 ) is 30-50m/s, and we perform a 3-point Gauss-Legendre integration to calculate the value of the

integral for average cruise power. For simplicity, we assume that all cruise conditions take place between velocities of

30m/s and 50m/s, and that all operations take place either in hover or cruise with nothing modeled in between. Note that

we scale the objective by a notional energy value, the computed constraint values by their respective constraint bounds,

and design variables as needed in order to scale the optimization problem for better numerical performance.

The design variables for all of the optimizations include: the chord distribution along the rotor blade (𝑐𝑟 ), the twist

distribution along the rotor blade (𝜃𝑟 ), the rotor rotation rate (Ω) at each operating point, leading edge radial position,

trailing edge radial positions for each operation phase (hover and cruise), and class shape transformation (CST) [46]

parameters defining portions of the surface geometry of the duct. Note that the specific duct geometry parameters are

detailed in section IV.B below.

We also set several constraints. We set required thrust value constraints for the various cases which are discussed in

more detail below. We set limits on the blade tip Mach number to be 0.6 for all optimizations. We set the minimum

allowable duct cross-sectional area to be 0.0045m2 (7in.2) to maintain sufficient duct internal volume to place any

control or sensory electronics that might be necessary for operation. Though without knowing exactly what might need

to go inside the duct, we selected this area somewhat arbitrarily to generally avoid impractically thin cross-sections.

We also require the twist distribution to monotonically and smoothly decrease from blade hub to tip which helps the

optimizer maintain reasonable rotor geometries. In addition, we set constraints on the duct nacelle parameters which

ensure non-zero trailing edge thickness as well as avoiding surface crossover.
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1. EDF Optimization Problem Variations

For both EDF optimizations we use the same airfoil polar parameterization employed in section III.A for the rotor

blade elements. In general, the thrust (T) constraints in this work are given relative to the weight (𝑚𝑔) for which a

single propulsor is responsible. In hover, each propulsor is directly responsible to carry a fraction of the vehicle weight

(dividing up the vehicle weight between each propulsor). In cruise, we assume an average vehicle lift to drag ratio of 10.

We therefore require an average thrust (determined using the same Gauss-Legendre quadrature procedure as used in the

objective function) of 1/10th of the lift force. For the individual propulsor optimized in this work, this is means we

constrain the thrust to be at least 10% of the weight each propulsor is responsible for carrying in hover conditions. We

chose a lift to drag ratio of 10 based on findings in previous work indicating this to be a reasonable assumption for novel

electric vehicles [47]. Mathematically, we define the thrust constraints for an individual propulsor to be:

𝑇(𝑉=0) ≥ 𝑚𝑔; (29)

1
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝑇 (𝑉)d𝑉 ≥ 0.1𝑚𝑔. (30)

For the cruise only optimization, we only apply eq. (30) as there is no hover condition to constrain. We also sweep

the required thrust constraint from roughly 1N to 30N. For the hover+cruise optimization, we keep the required thrust

constant, setting the mass allotted to a single propulsor to lift to be 𝑚 = 15kg and sweep the ratio of time in hover from

𝑡ℎ/𝑡 = 0 to 𝑡ℎ/𝑡 = 0.1.

2. AWE Optimization Problem Variations

In the AWE optimization, we perform an optimization of a dual-purpose ducted rotor to be used for an AWE kite.

For context, a fixed-wing AWE kite using drag-based generation methods takes off vertically from the ground and slowly

climbs to its operational altitude. Once at altitude, the kite transitions from vertical flight to an elliptical or figure-eight

type flight path across the wind, which is analogous to the cruise condition in the previous optimization but is instead a

power generation state. Therefore the rotor is required to act both as a propeller for hover and vertical climb as well as a

wind turbine in cross-wind flight conditions. (Note we will call the cross-wind flight conditions generative conditions

for the remainder of this work.) We selected the generative condition velocity range (30-50m/s) based on previous work

[48] which took publicly available videos of the Makani M600 prototype [49–51] into account. Despite the difference

in operation, the mathematics of the optimization problem in this AWE case are nearly identical to eq. (27) except that

in the generative condition the rotor is ideally producing drag, or in other words, negative thrust. As such we set the

thrust constraint in the generative condition to be greater than -20% of the hover thrust constraint. This thrust constraint

is therefore a constraint on the maximum allowable drag (𝐷) of the ducted rotor in a power generation configuration:
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1
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝑇 (𝑉)d𝑉 ≥ − 0.2𝑚𝑔,

1
𝑉𝑐2 −𝑉𝑐1

∫ 𝑉𝑐2

𝑉𝑐1

𝐷 (𝑉)d𝑉 ≤ 0.2𝑚𝑔.

(31)

The value of 20% is somewhat arbitrary, as the kinematics and dynamics of AWE kite flight are quite complex; but we

use a drag constraint to approximate requirements for maintaining sufficient momentum across the flight path to stay

aloft.

One additional difference in this optimization is that we take the airfoil polar parameterization from the EDF

optimizations and slightly modify it to match a symmetric airfoil geometry which would be more suitable for a

dual-purpose rotor than the airfoil polar used in the previous optimizations. As with the EDF case including hover, we

keep the mass value from which the thrust constraints are determined constant at 𝑚 = 15kg, and in this case we sweep

the ratio of time in hover from 𝑡ℎ/𝑡 = 0 to 𝑡ℎ/𝑡 = 0.3.

B. Geometry and Geometric Design Variables

For the overall configuration, we use a rotor with a diameter of 0.254m (10in.). We set the duct chord length to

be equal to the rotor diameter as a reasonable duct aspect ratio for these exploration studies. We also chose to center

the rotor axially within the duct as a reasonable preliminary design. We leave the further development of DuctAPE

allowing variable duct length and rotor position in gradient-based optimizations to future work. For simplicity, we

set the center body chord length to be equal to the duct and align the leading and trailing edges. We also set a center

body (and therefore rotor hub) radius of 25% of the rotor tip radius. Since it would have little effect beyond the design

variables already present in the optimizations, we choose to maintain a constant center body for all optimizations.

Rotor geometry design variables include chord and twist values along the blade. Specifically, we use six design

variables spaced equally along the blade for both chord and twist. We pre-select 13 positions along the blade for analysis

and linearly interpolate between the design variables to obtain the values for analysis. An example of the chord and twist

interpolation is shown in fig. 11. Note that we keep the airfoil sections constant for all optimizations, using variations

(as described above) of the airfoil polar used in section III.A for the whole rotor blade in all optimizations.

We parameterize the duct geometry with a combination of B-Spline control points and CST [46] coefficients as

shown in fig. 12. We first define two quadratic B-Splines that meet at the center of the duct (where the rotor is placed).

The first of these quadratic B-Splines is the green spline with square control points shown in fig. 12, and the second is

the red spline with diamond control points. The radial position of the first control point of the spline which is situated

ahead of the rotor (the green one with square control points) is a design variable that controls inlet area (see the tick

labeled 𝐼1𝑟 in fig. 12). Similarly, the radial position of the last control point of the spline which is situated behind the

rotor (the red one with diamond control points) is a design variable that controls the exit area (see the tick labeled 𝑂3𝑟 in
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(a) Example chord (𝑐) parameterization.
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(b) Example twist (𝜃) parameterization.

Fig. 11 Visual explanation of the rotor geometry parameterization employed in this work. Blue circles indicate
design variables, and smaller red circles indicate interpolated points for analysis.

fig. 12). In the optimizations that include both hover and cruise conditions, we allow the optimizer to select different

exit areas for each, but require the inlet areas to be the same for all conditions. Rather than rotating an entire section

of the duct geometry to approximate a variable exit, we allow the geometry to change smoothly in order to simplify

the parameterization and avoid discontinuities incompatible with gradient-based optimization. To define the specific

casing geometry, we want a round leading edge and a sharp trailing edge. To get a round leading edge, we define an

additional cubic B-Spline (see the other red spline with circle control points in fig. 12) that has three of the same control

points as the front quadratic B-Spline (see the overlapping green square and red circle control points in fig. 12) The

cubic spline includes one additional control point (the red circle out in front in fig. 12) placed along the normal vector

(represented by a dotted line) relative to the end of the quadratic spline. Using a cubic spline here gives us a round

leading edge, rather than the corner seen between the green and blue lines in fig. 12. Placing the point along the normal

vector enforces tangency between the casing and nacelle surfaces at the leading edge. The distance of the control point

along the normal controls the leading edge radius of the casing and is fixed for the optimizations in this work. The

quadratic spline aft of the rotor (red with diamond control points) already results in a sharp trailing edge, so we use

that for the back half of the casing geometry We set the remaining control points of all of the B-Splines in such a way

that the casing surfaces ahead of and behind the rotor smoothly connect at their junction (note all of the points along

the dotted line at 𝑟 = 0 in fig. 12). To define the nacelle geometry, we use a standard CST parameterization with five

coefficients, the first of which is set and the remainder being design variables. We place the resulting points normal

to the quadratic B-Splines, however, rather than normal to the axis. This allows the optimizer far more flexibility in

positioning the inlet and outlet radii than a standard airfoil parameterization would. Note that fig. 12 is an exaggerated

example of the duct geometry to clearly shown show the parameterization.

As noted in section III.B, there is a clear cutoff for when DuctAPE loses accuracy, specifically when boundary layer

separation occurs on the duct. In addition, our drag model becomes difficult to use for cases such as hover, where there
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Fig. 12 Visual explanation of the duct geometry parameterization employed in this work: Nacelle and casing
curves as well as front quadratic B-Spline. Gray dotted lines indicate control points placed to enforce continuity.
Note that the nacelle geometry is positioned relative to the front quadratic B-spline for the front half, and relative
to the casing outlet surface for the back half.

are complicated viscous coupling effects well outside the capabilities of DuctAPE to model. For this reason, we limit

the design space available to the optimizer while attempting to maintain as much flexibility as possible. Doing so

prevents the optimizer from venturing into regions of the design space dominated by viscous effects that DuctAPE is

incapable of modeling. It is left to higher fidelity tools to more fully optimize the geometry to be nearer separation

conditions if desired.

In preliminary exploration, we found there to be several potential design variables to which separation is very

sensitive. These sensitivities led to numerical difficulties as the optimizer moved into regions of the design space where

the underlying assumptions of DuctAPE’s methodology began to break down. For the studies published in this work, we

do not apply our drag model to the hover cases. Instead, we implement the optimizations using the following techniques

in order to inherently avoid overly large adverse pressure gradients in the hover cases until very near the trailing edge,

thereby helping the optimizer avoid numerical difficulties. The first technique we apply is to set the parameters with

the most control of the duct leading edge radius to be constant. Specifically, we fix the first CST parameter and the

relative position of the second cubic B-Spline control point. Setting these two parameters constant effectively keeps

the leading edge radius constant and avoids lip separation. The next technique addresses the outlet geometry in two

steps: first, we set a constraint on the maximum exit ratio for the hover case in a preliminary optimization to keep

the exit area reasonable when no drag model is applied. We then take the result of the preliminary optimization and

use a root finder with our drag model to determine the hover exit ratio that results in a boundary layer shape factor

value of 𝐻 = 2.75 at the trailing edge which is roughly 90% of the separation criteria (𝐻 = 3.0). We then reset the exit

ratio upper bound constraint to the root finder solution value and re-optimized the remaining design variables. We

consider these techniques to be relatively conservative as there are potentially lip suction effects as well as boundary

layer re-energization aft of the rotor that could delay separation but are not captured by our drag model.

For the optimizations in this work, we use Sparse Nonlinear OPTimizer (SNOPT), a sequential quadratic programming

algorithm for large-scale, constrained optimization [52]. For the most part we keep the various settings in SNOPT as
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their default values. One exception was setting the allows non-linear constraint violation magnitude during line searches

to be 1.0 rather than the default 10.0 in an effort to help the optimizer avoid numerical difficulties when in nearly

separated regions of the design space. To provide SNOPT with a Jacobian of the objective and constraint functions, we

use ForwardDiff.jl, a Julia package for forward mode automatic differentiation [53].

C. Optimization Results

1. EDF Cruise-only Optimizations

Figure 13 shows the optimal duct geometries as the mass defining the required thrust is swept from 3kg to 27kg.

As the thrust values increase (moving from the geometries in blue to those in red in fig. 13) the optimal geometries

exhibit increasing inlet areas. This opening up of the inlet as the thrust maintains the stagnation point at the leading

edge of the duct, thereby keeping the drag due to the inlet down by avoiding high adverse pressure gradients at the duct

lip. Additionally, the optimal CST parameters reduce until the duct area constraint becomes active, leading to a slight

reduction in drag due to the nacelle geometry for all the optimal designs.

−0.10 −0.05 0.00 0.05 0.10

0.12

0.16

𝑧 (m)

𝑟 (m)

Fig. 13 EDF cruise-only initial (dashed black line) vs optimal geometries. Optimal values are plotted for several
thrust constraints associated with a range of masses from 𝑚 = 3kg in blue fading to 𝑚 = 27kg in red.

Looking just at the inlet, one might expect that it is generally better to reduce duct drag to alleviate some of the

burden on the rotor to produce the required thrust. If we shift our focus to the trailing edge, however, we also notice the

exit area opening up with increasing thrust constraint. In this case, we actually see greater duct drag for the lower thrust

cases. The difference is small relative to the rotor thrust contribution, but in fig. 14 we see a breakdown of the optimal

rotor and duct contributions to thrust. Despite the additional duct drag, the optimizer has found it advantageous to

reduce the exit area in order to minimize the energy expended.

As a sanity check, we took some of the lower required thrust optima and manually increased the outlet radius slightly

while keeping the other variables constant. As we increased the outlet radius, we saw a decrease in duct drag, but also a

reduction in rotor thrust, with the net effect being an overall reduction in total thrust to the point of constraint violation.

Since the thrust constraint is active in all these optimizations, the optimal solution does indeed lie at a point with higher

duct drag. Though it may be unintuitive to increase the duct drag for the cases requiring lower thrust, we see the benefit

of optimizing the rotor and duct system together in order to find designs that are more optimal than would be found by
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Fig. 14 Optimal rotor (solid line) and duct (dashed line) thrust components, where the total thrust constraint is
active for all optimizations.

performing optimization separately. In this case, it is far more important to favor the rotor design over minimizing duct

drag due to the exit area in order to minimize the objective while meeting the constraints. On the other hand, the rotor

thrust is far less sensitive to other changes in duct geometry that reduce drag, such as inlet radius and nacelle shape.

Being able to use gradient-based optimization techniques with DuctAPE allows us to fully leverage the various system

sensitivities to arrive at a true optimum.

Figure 15 shows the optimal chord and twist distributions as well as rotation rates for the same cases plotted in

fig. 13. In general, we see what we would expect for optimal solutions as the thrust constraint increases: As the thrust

requirement increases, the rotor chord, twist, and rotation rate values likewise increase, though the increase in rotor

geometry and rotation rate is not linear with change in thrust requirement. Looking back at fig. 14 we also see a slight

non-linearity in the thrust components. With higher thrust requirements, the duct exit opens up, decreasing the duct

drag and reducing the rotor’s responsibility to meet the thrust requirement. As we see toward the right side of fig. 14,

our studies approach conditions where the duct induces sufficient thrust to have net zero drag.
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(a) EDF optimal chord distribution.

0.4 0.6 0.8 1.0
0

10

20

30

40

50

𝑟
𝑅tip

𝜃◦𝑟

(b) EDF optimal twist distribution.
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Fig. 15 Optimal values for chord, twist, and rotation rate (from left to right) for the EDF cruise-only optimizations.
Optimal values are plotted for cases ranging from 𝑚 = 3kg in blue to 𝑚 = 27kg in red.
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Fig. 16 Example of the progress of the optimality (in blue) and feasibility (in red and green) relative to the
optimality and feasibility tolerance (in gray) as the optimization progresses. The black dots indicate the iteration
at which both the optimality and feasibility conditions are met and the optimization terminates successfully.

Figure 16 shows an example (specifically the 𝑚 = 15kg case) of the optimality and feasibility values reported by

SNOPT at each major iteration as the optimization progresses. The optimal solution is shown to be well within the

feasibility tolerance and also meets the optimality tolerance. Not only is the optimizer finding solutions improved from

initial inputs, but also the solutions it finds are both feasible and mathematically optimal. With this, we conclude that

DuctAPE is operating as desired and functioning in a gradient-based optimization setting.

2. EDF Hover+Cruise

We now take into account both cruise and hover conditions. In this case we keep the required thrust constant at

roughly 15N and sweep the ratio of time in hover from 𝑡ℎ/𝑡 = 0 (the same problem as cruise-only in the previous section)

to 𝑡ℎ/𝑡 = 0.1. Figure 17 shows the final duct geometries for the hover and cruise conditions at the ends of the hover ratio

range. We see that the optima consist of the nearly the same duct geometry across the entire span of hover time ratios.

This makes sense as we are not varying the required thrust as we did before. Note that the variations in nacelle geometry

are small, so unlike fig. 13 we have plotted only the initial design along with the optima for the ends of the range of

hover ratios: 𝑡ℎ/𝑡 = 0.001 and 𝑡ℎ/𝑡 = 0.1.

Comparing with fig. 13 we see the chosen optimum duct geometry in cruise is nearly identical to the cruise-only

case. Then comparing the hover geometries in fig. 17a to the cruise geometries in fig. 17b we see some opening up of

the exit area for the hover case. Typically, geometry for static conditions benefits from a bell-mouth inlet shape to enable

a more open exit area by reducing the degradation of boundary layer health closer to the duct lip. As the inlet radii are

required to be the same for both hover and cruise cases, it appears that it is more advantageous to prioritize the cruise

condition inlet geometry to reduce drag in cruise than potentially gain more thrust in hover by moving toward a more
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Fig. 17 EDF hover and cruise condition initial (dashed lines) vs optimal geometries. Optimal values are plotted
for 𝑡ℎ/𝑡 = 0.001 in blue and 𝑡ℎ/𝑡 = 0.1 in red.

bell-mouth shaped inlet.
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Fig. 18 Optimal total and cruise and hover components of energy relative to the 𝑡ℎ/𝑡 = 0 case.

Figure 18 shows the relationship between the optimal energy expenditure, non-dimensionalized by the zero-hover

energy, relative to ratio of time spent in hover. We can clearly see why it is advantageous to favor the cruise geometry:

the relative contribution of the hover state is much less than the cruise state, especially for lower ratios of time in hover.

Predictably, as the hover time ratio increases so does the relative contribution of hover to energy expense. Looking

back to fig. 17, we see a slight opening up of the inlet as the hover time ratio increases. Perhaps if hover dominated

(which based on linearly extrapolating the cruise and hover curves, the point at which hover begins to dominate energy

expenditure is 𝑡ℎ/𝑡 = 0.172), we would see a greater tendency toward a bell-mouth inlet geometry. We might expect the

crossover point to happen sooner for larger thrust requirements; and for sufficiently large thrust requirements, the hover

condition would likely begin to dominate the optimal solution. DuctAPE has been shown to work well in the current
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case; but if hover conditions were to dominate the energy expenditures, the limitations of DuctAPE due to the inviscid

assumption discussed in section III.B might require higher fidelity tools to be employed instead.
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(a) EDF hover+cruise optimal chord dis-
tribution.
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Fig. 19 Optimal values for chord, twist, and rotation rate (from left to right) for the EDF hover+cruise
optimizations. Initial points in gray, with triangles indicating design variable bounds. Optimal values are plotted
from 𝑡ℎ/𝑡 = 0.0 in blue to 𝑡ℎ/𝑡 = 0.1 in red.

Analogous to fig. 15, fig. 19 shows the optimal chord and twist distributions as well as rotation rates for the same

cases plotted in fig. 17. Similarly to fig. 17, fig. 19 shows very little change in the rotor geometry. Based on the lack of

variation in the optimal rotor geometries, it isn’t surprising to see a linear relationship with less time in hover requiring

less total energy expenditure in fig. 18. The most significant changes are in the tip chord values, with slightly larger

chords being chosen for longer times in hover. In general, the twist distribution and rotation rates stayed the same across

the entire range of times in hover. The lack of variation across time in hover perhaps makes sense when considering the

relatively low range of values considered. If we were to explore a wider range of relative hover time, we might expect to

see the trends shown here continue: larger chord and twist rate values with more time in hover, and slightly decreased

cruise rotation rates with increased time in hover.

3. AWE Optimizations
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Fig. 20 AWE hover and generative condition initial (gray) vs optimal geometries.Optimal values are plotted for
𝑡ℎ/𝑡 = 0.0 in green and from 𝑡ℎ/𝑡 = 0.1 in blue to 𝑡ℎ/𝑡 = 0.3 in red.
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Figure 20 shows the initial and final duct geometries for the hover and generative flight conditions for the AWE case.

There is some interesting contrast between the EDF and AWE cases: We compare figs. 17 and 20, though we note that

the EDF case geometry does not vary from the initial designs much, and we use and plot the same initial designs for the

AWE case. Therefore many of the trends we discuss now are easily seen in fig. 20 alone.

Compared to the EDF case, the optimal inlet geometry favors a more open design with greater variation in the inlet

area and less variation in the hover exit area (though the larger variation in inlet can likely be attributed to the larger

range of hover time ratios considered). The trends in inlet area are the same, however, with smaller inlet areas being

associated with less time in hover, the zero-hover case in green being the smallest. The more open exit geometry of the

AWE generative condition actually reduces the value of the shape factor on the upper side trailing edge (which directly

affects the drag as calculated in eq. (22)). Therefore there is more allowance for a more open inlet in the AWE generative

condition than in the EDF cruise condition where a more closed exit is required to minimize energy expenditure. In the

AWE case, the duct cross-sectional area constraint is the same as used in the EDF case, but the optimum designs shift

the area allocation forward more than in the EDF case. Likely there is interplay between the more open inlet and exit

areas and their effect on the nacelle drag allowing the optimizer more flexibility than in the EDF cruise case where a

more uniform area distribution was required to drive the duct drag down. Another interesting contrast with the EDF

case is that in the AWE case, the exit areas in hover are actually slightly smaller than those for generative conditions.

It appears that the inlet area for the AWE case is still driven by the “cruise” condition, though in this case the hover

design also benefits. For ducted AWE rotor design then, we could potentially get away with a single, non-variable duct

geometry without reducing overall energy capture by too much.
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(a) AWE optimal chord distribution.
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Fig. 21 Optimal values for chord, twist, and rotation rate (from left to right) for the AWE optimizations. Initial
points in gray, with triangles indicating design variable bounds. Optimal values are plotted for 𝑡ℎ/𝑡 = 0.0 in green
and from 𝑡ℎ/𝑡 = 0.1 in blue to 𝑡ℎ/𝑡 = 0.3 in red.

Figure 21 shows the rotor geometry and rotation rates for the AWE case optima across the range of hover time

ratios explored. For the zero-hover case, there is a discernible difference in the chord and twist distributions which
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are highlighted in green in fig. 21. We see that as the hover ratio increases, the geometries quickly arrive at the nearly

unchanging geometries for the remainder of the hover time ratios. This is in contrast to the EDF case, where the 𝑡ℎ/𝑡 = 0

condition is much nearer the non-zero hover ratio cases. This contrast should be expected since in the AWE case, the

hover and generative operating points are performing opposing tasks, whereas in the EDF case, both hover and cruise

are propulsive operations.
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Fig. 22 Optimal total and generative and hover components of energy captured/expended.

Figure 22 shows the relative components of energy generation/expenditure. Note that positive numbers in fig. 22

indicate energy capture and negative values indicate energy expenditure. Looking at fig. 22 we see that the range of hover

time ratios explored captures the cutoff point of the feasibility of the optimized design. At 𝑡ℎ/𝑡 ≈ 0.18 the optimized

designs are no longer able to achieve a net gain in energy, despite the generative conditions still capturing energy, the

energy expenditure in hover quickly overcomes any time spent in generative conditions. Of course minimizing hover

time relative to the total mission time is best, but optimization studies such as this one could be helpful in determining

concept feasibility and economic viability.

Figure 23 shows thrust contributions for the EDF and AWE cases. Remember that both the EDF and AWE

optimizations were all run with a constant hover thrust requirement for a 15kg load, which leads to nearly flat curves in

fig. 23, rather than the non-linear curves seen back in the EDF cruise only optimizations (fig. 14). Comparing figs. 23a

and 23b, we again see some similarities and differences between the EDF and AWE cases. As a similarity, the thrust

components in hover are very similarly split. An interesting difference shows up in the cruise/generative case. Although

both inducing drag, the EDF duct has significantly less of a drag contribution than does the AWE duct. This difference
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isn’t entirely explained by a difference in thrust constraint either. The EDF rotor thrust is roughly 6 times larger than the

duct drag, whereas the AWE duct thrust accounts for nearly half of the total allowed drag. This difference in results once

again demonstrates the benefit of optimizing the duct and rotor system together rather than separately, as in both cases,

hover is determined primarily from the thrust constraint. These results also further highlight the utility of DuctAPE in a

range of gradient-based optimization settings, as the EDF and AWE cases both successfully optimize for their respective

operating conditions.
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(a) Optimal thrust components for EDF optimizations.
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Fig. 23 Comparison of EDF and AWE relative thrust contributions.

V. Conclusions and Future Work
In conclusion, we have developed a ducted fan analysis tool—DuctAPE—based on the underlying theory used for

DFDC, including an axisymmetric panel method, blade element method, and smeared wake vortex method. We have

developed DuctAPE with a variety of differences from the DFDC implementation allowing for smooth, automatic

differentiation through the code to ensure it is suitable for application in gradient-based optimization settings. We have

shown that despite these differences in implementation approach, DuctAPE matches DFDC within 0.5% for major

output values.

We have further enhanced DuctAPE’s capabilities by adding a basic integral boundary layer drag model. With the

addition of this drag model, we have validated DuctAPE against experimental data, showing that DuctAPE performs

well for cases without significant boundary layer separation, and showing that the drag model is sufficient for such cases.

We have shown that DuctAPE is suitable for application in gradient based optimization settings by performing

aerodynamic optimizations for EDF and AWE dual-purpose rotors. These optimizations span a range of operating

conditions, including both hover and cruise conditions, as well as a variety of design variables encompassing both rotor

and duct geometry. Despite being limited to cases where the inviscid and incompressible assumptions of DuctAPE

are generally valid, DuctAPE performs quite well in gradient-based optimization. On the other hand, for cases where
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coupled viscous effects are important (such as hover) care should be taken in the formulation of the optimization

problem. If detailed exploration of performance trades taking boundary layer separation into account is required, then

higher-fidelity tools with fully coupled viscous models should be considered.

Starting with an EDF cruise only set of optimizations, we saw that across a range of required thrust, it was generally

more beneficial to prioritize rotor performance while reducing duct drag in ways to which the rotor performance was

not as sensitive. Additionally considering hover along side cruise for the EDF case, we saw that prioritizing cruise

performance while simply meeting hover constraints was optimal. Though with greater time spent in hover, there was

some deviation toward hover-beneficial duct geometry. Finally, we explored an AWE dual-purpose rotor optimization

and saw interesting contrast with the EDF case when not only propulsion, but power generation operating conditions

were considered. Generally, hover performance was consistent between the two cases; but the AWE optima resulted in a

significantly larger contribution of duct drag relative to rotor thrust in generative conditions.

Given the successful application to gradient-based optimization, we anticipate DuctAPE being useful in multi-

disciplinary settings and will be exploring that possibility in the immediate future. Additional future work may include

further improving the accuracy of DuctAPE through additional development of the viscous drag model, which would be

especially improved if more complete inviscid-viscous coupling was implemented. Finally, despite sharing some of

the same underlying theory of DFDC, DuctAPE lacks some of the auxiliary/additional features of DFDC that may be

desirable for future work, including inverse design capabilities as well as wake shape update features.
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