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Motivation



Markov Decision Process
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Expected Reward
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Bellman Equations
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Policy Gradient









Proximal Policy Optimization



PPO

https://www.youtube.com/watch?v=L_4BPjLBF4E


Q-Learning



https://www.youtube.com/watch?v=ldXxDNjS5jw


Soft Actor Critic


