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Motivation
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Node, link, and graph classification/regression
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Features and Targets/Labels
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First Approach



First Approach

Neural Networka x y

doesnt accommodate diffent
graph sites caecterly
node ordering
weak passage of info

overfitting



Neighbors

neighbors



Neighbors



Neighbors



Neighbors
i 𝒩(i) = {j : aij ∈ A}



Message Passing GNN

1 each node construct a message
for its neighbors

2 aggregate messages from neighbors

3 each node update its att butes



Create a message
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Aggregate
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Aggregate
xagg = ∑

j∈𝒩(i)
ϕ(xj, xi) (sum)
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Aggregate
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Aggregate
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Update
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All Together
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Simple version
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Graph Convolutional Network (GCN)
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Matrix form (for some GNNs)
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Network of Layers
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Node, link, and graph classification/regression

X(L) =



Node, link, and graph classification/regression

X(L) =

node



Node, link, and graph classification/regression

X(L) =

edge



Node, link, and graph classification/regression
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Testing (inductive)
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Testing (transductive)
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Graph Attention Networks
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