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What is Deep Learning?



Machine Learning
supervised has labels regression

classification

unsupervised no labels

reinforcement learn by interacting w environment



Intersection of Deep Learning with Engineering

2017: physics informed neural networks
2017: deep Koopman
2018: neural ODEs
2020: DL with symbolic regression
2021: neural operators
2024: Kolmogorov-Arnold Networks



Syllabus

https://flow.byu.edu/me595r/



Undergrad alternatives

EC EN 471: Machine Learning: Foundations and Applications
CH EN 426: Machine Learning for Engineers
CS 474: Introduction to Deep Learning



Universal Function Approximator

xi ̂f(x) yi



Start with Linear Regression
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Start with Linear Regression

x1

x2

y1

y2

y3

W1,1

W1,2

y1 = W1,1x1 + W1,2x2 + b1

y2 = W2,1x1 + W2,2x2 + b2

y3 = W3,1x1 + W3,2x2 + b3

y = Wx + b

why can’t we add more layers?



Linear Regression: why can’t we add more layers?
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Function Composition

fix f f face

fix f o f of x



Neural Network

Input layer Hidden layers Output layer



Dense, Linear, or Fully Connected Layer
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Dense, Linear, or Fully Connected Layer
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Activation Function (nonlinearity)
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